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ABSTRACT 

The regression testing one of the testing techniques is the testing in which testing is performed on the modified 

application using the same previously defined sets of Test cases. When an application is developed and it is tested 

for the first time a set of test cases means test suite is designed to verify and validate its functionality. The tester 

keeps this test suite with them for further use. When a modification is done in the application then these previously 

designed test suites are used by testers to ensure that no new errors have been introduced in the previously tested 

code. But it is not worth checking all test cases for a small change. It is impractical and inefficient to run each test 

for each program function when a change occurs. In addition, it will be a very expensive technique that also performs 

the full test for a small change. To reduce the cost of regression technology and make it more efficient, researchers 

have introduced the concept of prioritizing test cases. So here we are providing brief discussion about the regression 

testing. 

Keywords: Test Case prioritization, TCS algorithm, Test set up 

INTRODUCTION 

Testing and verifying software systems is becoming increasingly important with the growth in the size and 

complexity of modern software systems. Due to which, many test cases which were produced during development 

are reused in regression testing increasing the overall cost of testing. Test Case prioritization (TCP) provides an 

efficient solution to decrease the costs of regression testing. An efficient test case prioritization technique plays a 

vital role in increasing efficiency of testing while keeping the cost of testing in check. There are various examples 

of test case prioritization techniques such as Random Ordering prioritization, Optimal Ordering prioritization, Total 

statement Coverage Prioritization, Additional Statement Coverage Prioritization, Total Function Coverage 

Prioritization. 

In the test case prioritization the test cases are prioritized and scheduled in order that attempts to maximize some 

objective function. To decide the priority of the test cases the various factors depending upon the need are decided 

then the priority is assigned to the test cases. Test case prioritization provides a way to schedule and run test cases, 

which have the highest priority in order to provide earlier detect faults. Furthermore, in [5] it is mentioned that Gregg 

Rothermel has proven that prioritization and scheduling test cases are one of the most critical task during the software 
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testing process as he has given an example of industrial collaborators reports, which shows that there are approx 

20,000 lines of code, running the entire test cases require seven weeks. In this situation prioritization of test cases 

plays a vital role to save the time. 

Various test case prioritization techniques depending on different parameters such as code coverage, fault detection, 

function coverage are suggested in this survey. The performance of the numerous prioritization techniques is also 

analyzed. As the name reveals in the first phase requirement from the point of view of the users as well as other 

stakeholder are collected, in the second phase designing is done, in the third phase implementation is done and the 

fourth phase is Testing and Maintenance, the testing include the execution of the program or an application with an 

intent of finding software errors and faults in the application executed. The testing is also known as the process of 

validating and verifying that software meets the business and technical requirements that guided its design and 

developments [3], so that it works according to the need of the stakeholders. 

METHODS OF REGRESSION TESTING 

Test cases are referred as the collection of test specification, test procedures and test programs, that is developed by 

software engineers before designing and writing a piece of code. Here prioritization of the test case is important for 

regression testing. Because of prioritization selective test cases gets executed. Prem et al presents the regression 

testing is one of the ways, in order to make sure that the modification made on the program lines does not affect the 

other parts of the software. During the regression testing all the test cases are again tested. The following figure 

shows that Regression testing has four methods that are,  

(1) Rest all  

(2) Regression test selection  

(3) Test suite reduction  

(4) Test case prioritization. 

 

Figure 1: Flow of Regression Testing 

http://www.ijrar.org/


© 2019 IJRAR February 2019, Volume 6, Issue 1                         www.ijrar.org  (E-ISSN 2348-1269, P- ISSN 2349-5138) 

IJRAR19J2023 International Journal of Research and Analytical Reviews (IJRAR) www.ijrar.org 467 
 

Reset all means the test cases that no longer apply to modified version of the programs are discarded and remaining 

set of test cases are used to reset the modified program. Regression test selection technique used to select the test 

cases for testing based on the information about modified program. Test suite reduction is different from regression 

test selection. This technique has the information about the program and removes the test cases. It is not permanently 

remove the test cases. But select which test cases are required. Hence it will be a time consuming process and 

expensive. To overcome this problem the developers incorporate prioritization of test cases for selective testing. 

Prioritization means scheduling (or) changing the order of test case execution, based on the factors (or) methods. 

Prioritization is used to identify the defects early and improve the effectiveness of regression testing. In this paper 

we reviewed the number of factors (or) methods used in test case prioritization in detail.  Sujatha et al presents a 

technique, genetic algorithm is proposed to prioritize the test cases. The source code (or) binary code is used to 

prioritize the test cases, which is not available. The paper prioritizes the test cases completely based on requirements 

of the system and technique considers the maximum requirement coverage and potential of fault detection during 

the testing process. Severe fault test cases are executed first which are covering highly prioritized requirements. This 

approach is used to find the more severe faults, early in the testing process than the other random as well as fault 

based approach.  

Test case selection and prioritization [1] provides an effective selection and prioritization of test cases based on the 

code coverage. This approach is used to reduce the cost and time for the regression testing. This approach has three 

techniques (1) Test case minimization (2) test case selection (3) Test case prioritization TCS algorithm for Test case 

selection and TCP algorithm for test case prioritization. In TCS algorithm test cases are grouped into 3 clusters (1) 

Out dated (2) Required (3) Surplus. Software engineers often save the test suites they develop for their software so 

that they can reuse those test suites later as the software evolves. Such test suite reuse, in the form of regression 

testing, is pervasive in the software industry [24] and, together with other regression testing activities, has been 

estimated to account for as much as one-half of the cost of software maintenance [4, 2]. Running all of the test cases 

in a test suite, however, can require a large amount of effort.  

For example, one of our industrial collaborators reports that for one of its products of about 20,000 lines of code, 

the entire test suite requires seven weeks to run. One For this reason, researchers have considered various techniques 

for reducing the cost of regression testing, including regression test selection and test suite minimization techniques. 

Regression test selection techniques (e.g. [1, 2]) reduce the cost of regression testing by selecting an appropriate 

subset of the existing test suite, based on information about the program, modified version, and test suite.  

Test suite minimization techniques are lower costs by reducing a test suite to a minimal subset that maintains 

equivalent coverage of the original test suite with respect to a particular test adequacy criterion. Regression test 

selection and test suite minimization techniques, however, can have drawbacks. For example, although some 

empirical evidence indicates that, in certain cases, there is little or no loss in the ability of a minimized test suite to 

reveal faults in comparison to its minimized original, other empirical evidence shows that the fault detection 
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capabilities of test suites can be severely compromised by minimization [3]. Similarly, although there are safe 

regression test selection techniques (e.g. [2, 4]) that can ensure that the selected subset of a test suite has the same 

fault detection capabilities as the original test suite, the conditions under which safety can be achieved do not always 

hold [8, 9]. Test case prioritization techniques [3, 6] provide another method for assisting with regression testing. 

These techniques let testers order their test cases so that those test cases with the highest priority, according to some 

criterion, are executed earlier in the regression testing process than lower priority test cases. For example, testers 

might wish to schedule test cases in an order that achieves code coverage at the fastest rate possible, exercises 

features in order of expected frequency of use, or exercises subsystems in an order that reflects their historically 

demonstrated propensity to fail. When the time required to reexecute an entire test suite is short, test case 

prioritization may not be cost-effective it may be sufficient simply to schedule test cases in any order.  

When the time required to execute an entire test suite is sufficiently long, however, test case prioritization may be 

beneficial, because in this case, meeting testing goals earlier can yield meaningful benefits. Because test case 

prioritization techniques do not themselves discard test cases, they can avoid the drawbacks that can occur when 

regression test selection and test suite minimization discard test cases. Alternatively, in cases where the discarding 

of test cases is acceptable, test case prioritization can be used in conjunction with regression test selection or test 

suite minimization techniques to prioritize the test cases in the selected or minimized test suite. Further, test case 

prioritization can increase the likelihood that, if regression testing activities are unexpectedly terminated, testing 

time will have been spent more beneficially than if test cases were not prioritized.  

Software testing is a comprehensive set of activities conducted with the intent of finding errors in software. It is one 

activity in the software development process aimed at evaluating a software item, such as system, subsystem and 

features (e.g. functionality, performance and security) against a given set of system requirements. Also, software 

testing is the process of validating and verifying that a program functions properly. Many researchers have proven 

that software testing is one of the most critically important phases of the software development life cycle, and 

consumes significant resources in terms of effort, time and cost. Arden [33] said that “The impact of software errors 

is enormous because virtually every business in the United States now depends on software for the development, 

production, distribution, and aftersales support of products and services.  

REGRESSION TEST PROCESS 

A regression test process is exhibited in Figure 2. The process assumes that P’ is available for regression testing. 

There is usually a long series of tasks that lead to P’ from P. These tasks, not shown in, include creation of one or 

more modification requests and the actual modification of the design and the code. A modification request might 

lead to a simple error fix, or to a complex redesign and coding of a component of P. In any case, regression testing 

is recommended after P has been modified and any newly added functionality tested and found correct. The tasks in 

are shown as if they occur in the given sequence. This is not necessarily true and other sequencings are possible. 
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Several of the tasks shown can be completed while P is being modified to P’. It is important to note that except in 

some cases, for test selection, all tasks shown in the figure are performed in almost all phases of testing and are not 

specific to regression testing. 

 

Figure 2: Test process 

1. Test Revalidation/Selection/Minimization/Prioritization 

While it would be ideal to test P’ against all tests developed for P, this might not be possible for several reasons. For 

example, there might not be sufficient time available to run all tests. Also, some tests for P might become invalid 

for P’ due to one or more reasons such as a change in the input data and its format for one or more features. In yet  

another scenario, the inputs specified in some tests might remain valid for P’ but the expected output might not. 

These are some reasons that necessitate. Test revalidation refers to the task of checking which tests for P remain 

valid for P’. Revalidation is necessary to ensure that only tests that are applicable to P’ are used during regression 

testing. 

Test selection can be interpreted in several ways. Validated tests might be redundant in that they do not traverse any 

of the modified portions in P’. The identification of tests that traverse modified portions of P’ is often referred to as 

test selection and sometimes as the regression test selection (RTS) problem. However, note that both test 

minimization and prioritization described next are also techniques for test selection. Test minimization discards tests 

seemingly redundant with respect to some criteria. For example, if t1 and t2 test function f in P then one might 

decide to discard t2 in favor of t1. The purpose of minimization is to reduce the number of tests to execute for 

regression testing. Test prioritization refers to the task of prioritizing tests based on some criteria. A set of prioritized 

tests becomes useful when only a subset of tests can be executed due to resource constraints. Test selection can be 

achieved by selecting a few tests from a prioritized list. However, several other methods for test selection are 

available as discussed later in this chapter. Revalidation, followed by selection, minimization, and prioritization is 

one possible sequence to execute these tasks. 
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2. Test Setup 

Test set up refers to the process by which the application under test is placed in its intended, or simulated, 

environment ready to receive data and able to transfer any desired output information. This process could be as 

simple as double clicking on the application icon to launch it for testing and as complex as setting up the entire 

special purpose hardware and monitoring equipment and initializing the environment before the test could begin. 

Test set up becomes even more challenging when testing embedded software such as that found in printers, cell 

phones, Automated Teller Machines, medical devices, and automobile engine controllers. Note that test set up is not 

special to regression testing, it is also necessary during other stages of testing such as during integration or system 

testing. Often test set up requires the use of simulators that allow the replacement of a “real device” to be controlled 

by the software with its simulated version. For example, a heart simulator is used while testing a commonly used 

heart control device known as the pacemaker.  

The simulator allows the pacemaker software to be tested without having to install it inside a human body. The test 

set up process and the set up itself, are highly dependent on the application under test and its hardware and software 

environment. For example, the test set up process and the set up for an automobile engine control software is quite 

different from that of a cell phone. In the former one needs an engine simulator, or the actual automobile engine to 

be controlled, while in the latter one needs a test driver that can simulate the constantly changing environment. 

3. Test Sequencing 

The sequence in which tests are input to an application may or may not be of concern. Test sequencing often becomes 

important for an application with an internal state and that is continuously running. Banking software, web service, 

engine controller, are examples of such applications. Sequencing requires grouping and sequencing tests to be run 

together. The following example illustrates the importance of test sequencing. 

For example consider a simplified banking application referred to as SATM. Application SATM maintains account 

balances and offers users the following functionality: login, deposit, withdraw, and exit. Data for each account is 

maintained in a secure database. 
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4. Test Execution 

Once the testing infrastructure has been set up, tests selected, revalidated, and sequenced, it is time to execute them. 

This task is often automated using a generic or a special purpose tool. General purpose tools are available to run 

regression tests for applications such as web service. However, most embedded systems, due to their unique 

hardware requirements, often require special purpose tools that input a test suite and automatically run the 

application against it. The importance of a tool for test execution cannot be overemphasized. Commercial 

applications tend to be large and the size of the regression test suite usually increases as new versions arrive. Manual 

execution of regression tests might become impractical and error prone. 

5. Output Comparison 

Each test needs verification. This is also done automatically with the help of the test execution tool that impares the 

generated output with the expected output. However, this might not be a simple process, especially in embedded 

systems. In such systems often it is the internal state of the application, or the state of the hardware controlled by the 

software application, that must be checked. This is one reason why generic tools that offer an oracle might not be 

appropriate for test verification. One of the goals for test execution is to measure an application’s performance. For 

example, one might want to know how many requests per second can be processed by a web service. In this case 

performance, and not functional correctness, is of interest. The test execution tool must have special features to allow 

such measurements. 

LITERATURE REVIEW 

Innovations in fields ranging from robotic manufacturing to nanotechnology and human genetics research have been 

enabled by low-cost computational and control capabilities supplied by computers and software.” Also, a study 

conducted by NIST in 2002 reports that software bugs cost the U.S. economy $59.5 billion annually. More than a 

third of this cost could be avoided if better software testing was performed. Boris [5] claimed that software testing 

should take around 40-70% of the time and cost of the software development process. Many approaches have been 

proposed to reduce time and cost during software testing process, including test case prioritization techniques and 

test case reduction techniques. For example, [20], [13], [14], [15], [17], [4], [7] and [8]. Also, many empirical studies 

for prioritizing test cases have been conducted, like [4], [5], [3], [4], [14] and [15]. Furthermore, Gregg Rothermel 

[15] has proven that prioritizing and scheduling test cases are one of the most critical tasks during the software 

testing process. He referred to the industrial collaborators reports, which shows that there are approximately 20,000 

lines of code, running the entire test cases requires seven weeks.  

In this situation, test engineers may want to prioritize and schedule those test cases in order that those test cases with 

higher priority are executed first. Additionally, he [13], [16] stated that test case prioritization methods and process 

are required, because: (a) the regression testing phase consumes a lot of time and cost to run, and (b) there is not 
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enough time or resources to run the entire test suite (c) there is a need to decide which test cases to run first. Test 

case prioritization techniques prioritize and schedule test cases in an order that attempts to maximize some objective 

function. For example, software test engineers might wish to schedule test cases in an order that achieves code 

coverage at the fastest rate possible, exercises features in order of expected frequency of use, or exercises subsystems 

in an order that reflects their historical propensity to fail. When the time required to execute all test cases in a test 

suite is short, test case prioritization may not be cost effective - it may be most expedient simply to schedule test 

cases in any order [13], [16]. When the time required to run all test cases in the test suite is sufficiently long, the 

benefits offered by test case prioritization methods become more significant. Although test case prioritization 

methods have great benefits for software test engineers, there are still outstanding major research issues that should 

be addressed. The examples of major research issues are: (a) existing test case prioritization methods ignore the 

practical weight factors in their ranking algorithm (b) existing techniques have an  inefficient weight algorithm and 

(c) those techniques are lack of the automation during the prioritization process. 

CONCLUSION 

In this paper, we describe several techniques for prioritizing test cases for regression testing. We then describe 

several empirical studies we performed with these techniques to evaluate their ability to improve rate of fault 

detection a measure of how quickly faults are detected within the testing process. An improved rate of fault detection 

during regression testing provides earlier feedback on a system under test and lets debugging activities begin earlier 

than might otherwise be possible. Our results indicate that test case prioritization can significantly improve the rate 

of fault detection of test suites.  
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