PERFORMANCE COMPARISON OF MACHINE LEARNING ALGORITHMS FOR MALARIA DETECTION USING MICROSCOPIC IMAGES


Abstract: Malaria is a blood-borne disease by mosquito caused by Plasmodium parasites. The standard method for malaria detection involves preparing a blood smear and examining the stained blood smear using a microscope to detect the parasite genus Plasmodium, which heavily relies on the expertise of trained experts. Under the roof of this paper, with the intention of singling out the parasite blood smears for malaria detection, shallow machine learning algorithms are used against the traditional method, which has some nags related to sensitivity and specificity. The proposed methodology determines the malarial infection with the help of captured images of patients without staining the blood need of experts.
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1. INTRODUCTION

A survey by WHO (World Health Organization) predicted that malaria could occur nearly in 33 hundred million cases [1]. Blood-borne disease, Malaria is caused by Plasmodium, red blood cells infected by the parasite and it is spread by the specific kind of mosquito called Anopheles. A person affected by malaria will show many clinical manifestations from very mild to severe cases, which might even lead to the death of the person. The detection of malaria disease using a microscope is a time-consuming and difficult process. This traditional method needs the considerable expertise of microscopist or laboratory technician. Experienced malaria microscopist indeed plays an important role in parasite identification [2], [3]. According to the research conducted in [5], [8] and [13], it is reported that 1-3 million are nearly fatal out of 300-500 million of acute malarial diseases. In regions major affected by malaria, diagnosis is very difficult and treatments are given based on symptoms alone.

Diagnosing disease is a major problem in developing countries like Uganda [14], where only half of the rural health centres have microscopes and nearly only one-fourth of them have trained laboratory technicians for malaria diagnosis. Also, detecting the diseases at the earliest with better accuracy is important, as it may help in providing the medication to the diagnosed patient at an early stage. Moreover, the fatality could be caused by false negatives, and false positives could cause increase in unnecessary economic burden and drug resistance [21], [16]. Therefore, there is a need to develop a different method for diagnosis.

Image processing and the computer vision methods can be implemented for diagnosis. Recently, Khan and his dedicated team proposed a new computer vision method based on the approach to identify the MP (Malarial Parasite) from the light microscopy images. This is a pixel-based approach, which uses K-means clustering algorithm for the segment identification of malaria parasite tissue [22]. In [4], enough training data were provided to the machine learning algorithms. The parasites present in blood smear are identified using images photographed via standard microscope. Few other studies looked even further at clustering the different species and the different stages of the parasites life cycle [23], [25]. Image processing methods are still being practiced because, we don't want to wipe out human experts diagnostic process completely, but in a certain degree for final judgment based on the blood smear. This process will improve the efficacy of lab technicians by helping to triage their concentration and also implement the malaria diagnosis over a remote network connection.

This paper focuses on automated malaria detection by localizing and classifying the infected erythrocytes from healthy ones in low quality blood smear images. We use classical machine algorithms because, conventional algorithms fail to process these low-quality images. Thus, our system can detect malaria without any human intervention or at least the system can serve as a helpful medium for technicians to reduce their work and also possibly increment the diagnostic accuracy.

The rest of the sections are organized accordingly: section 2 briefly discusses and analyses the existing works in Malaria diagnosis and the standard practices followed. Employing the ML (Machine Learning) classifiers to carry out the diagnosis of Malaria as an object detection model and also the methods used for extracting the statistical image features are discussed in section 3. Experimental analysis and results of our system are presented in section 4 followed by conclusion of our paper in section 5 and the possible future directions are explained in section 6.
2. RELATED WORKS

Malaria is bred by the parasite Plasmodium, which attacks red blood cells (RBC) and is transfused by mosquitoes. Malaria's severity ranges mild to highly serious, which eventually leads to the death of humans. Neural networks have been used in analyzing the possibility of RBC's and parasite in the blood smear [24]. In [19], the weighted KNN (K-Nearest Neighbors) algorithm is trained with the features used in the Bayesian pixel classifier, whose purpose is staining pixels. For identifying multi-class parasites in terms of lifecycle stage and its types are attempted in [15]. Basic thresholding is done using a histogram based method to identify the existence of Plasmodium in the blood smears is proposed in [9]. Smear preparation is important, as differences in these might cause variations, as predominant as imaging conditions [7].

The overlapping RBC's were separated using morphological operators [10], [11]. The abnormalities are reported by analyzing of blood cell images, where the true image is binarized applying a fuzzy measure technique and then cells present in the image are labelled [6]. Further, these labelled cells are classified into platelets, leukocyte, and erythrocyte using a architecture called hierarchical Neural Network using some attributes like color, size, and features. In [20], the algorithm consists of four stages i.e detecting the edges, linking the edges, clump splitting the clumps and then detecting the Parasite. Pre-processing used in this algorithm is adaptive histogram equalization. A color segmentation technique is used in [20] for separating the pixels into erythrocyte, parasites, and the background, which is based on classical supervised classification models. Supervised classification algorithms like Support Vector Machines, K-Nearest Neighbour, and Naive Bayes were evaluated using different color models namely RGB model (Red Green Blue), normalized RGB model, HSV model (Hue Saturation Value), and YCbCr model respectively.

There has been a great deal of developing new methodologies in last few years for malaria diagnosis, which includes rapid antigen, fluorescent microscopy detection method, and PCR(Polymerase Chain Reaction) method that detect the specific sequences of nucleic acid [17]. In spite of this, light microscopy diagnosis method is the most widely and commonly used technique [18]. In [29], edges are detected using the sparse banded filter matrices and in [28], the tumor is classified using X-ray image classification. Microscopy can differentiate between the types of species, quantify parasitemia and examine the different asexual stages of the parasite [18] and [20]. But, this technique needs trained technician and it's a time-consuming process and the final preciseness of the diagnosis is dependent on experience and skills of the microscopist and also the amount of time invested in learning each slide [20].

3. PROPOSED METHODOLOGY

The image dataset used in this paper is captured using oil immersion objective lens from 133 individuals using with 1000x magnification [4] (http://air.ug/downloads/plasmodium-images.zip). The images which were out-of-focus, poor quality images and images which were difficult to label the parasite were eliminated. Finally the dataset contains 2703 blood smear images with bounding boxes of 50,255 of malaria parasites. Then, each image is split into overlapping patches and the patches are labelled as 0 or 1 using the bounding box. Training dataset uses 75% of the labelled data i.e. 2027 blood smear images, which contains 37550 patches where it is annotated as Parasites, and the remaining 25% of the data is used for testing purpose i.e. 676 blood smear images, which contains 16312 patches annotated as Parasites.

![Proposed Framework](Figure 1: Proposed Framework for applying machine learning algorithms for malaria detection using microscopic images)

Figure 1 shows that the test image of the patient is pre-processed and feature engineered before feeding to the Machine Learning algorithm. Then, the binary classification algorithm classifies the image patch as presence or absence of Malaria.

Each 1024x768 image which was labelled as either 0 or 1 was split into nearly 475 overlapping patches. Each image patch size is of 50x50 pixels. Having this labelled image patches dataset, we pose malaria identification task as a binary classification model. The raw formatted pixel data in image patches won’t be directly useful in the classification task. Instead, we use a representation, which won’t be affected by translation, rotation, and constant offsets in the intensity. The shape of objects in the input patches is the main concern in the Plasmodium detection problem. We need to scale the images if they are collected with different sizes and require a representation invariant to translation, intensity, and rotation.

Feature engineering is an essential step in developing the automatic malaria diagnosis system. First, we need to find a representation of the data which results in good performance on detecting the plasmodium, and then to have a general representation of the shapes present in the images containing blood smear excluding objects such as leukocyte or the different hemoparasites, so that in future the same platform can be used to identify the other related problems. Generally, color information can also be very useful, though it isn't informative when using blood films, which are treated with the field's stain. Therefore, statistical representations of the shapes are used for this task. Generally, we need to convert the color patches to grayscale patches for feature extraction. Here two types of features are being used: one is derived from connected components, and other is derived by calculating the moment’s patches, thresholded at multiple levels.
Given this labeled image patches, the Malaria detection can be posed as a classification problem i.e. classifying either 0 (another disease) or 1 (Malaria disease). We use several Machine Learning algorithms such as AdaBoost, Random Forest, Decision Tree, KNN to detect the malaria. Random Forest was very good in good in detecting malaria with accuracy of 0.965. In the current work, the performance is evaluated based on the presence of parasite at the patch level and not at the entire image level of each patient. The person is declared infected; if there exist at least on a positive patch in the images sample. Since the images we have for our experiments were from the individuals infected with malaria, it's not possible to give per-patient sensitivity and specificity results.

This system can be used as a helping system, so technicians can make the decision easily. This results in processing the images taken from the microscope for making the expert’s attention to focus only on the objects within those images that are more likely of the containing Plasmodium. For this purpose, a different threshold is selected with greater sensitivity. For getting different false positives and negatives we use different classification thresholds.

The implementation of this system is done using Python2 with Sci-Kit Learn [26] and OpenCV2 [27]. This experiment was performed on a CPU system with the 32 GB RAM and i7 processor configuration.

4. EXPERIMENTAL ANALYSIS AND RESULTS

The image dataset used in this paper is obtained from [4]. Training dataset uses 75% of the labeled data i.e 2027 blood smear images, which contains 37550 patches, where it is annotated as Parasites, and the remaining 25% of the data is used for testing purpose i.e 676 blood smear images, which contains 16312 patches annotated as Parasites.
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Table 1 Performance Measure of the proposed work for malaria detection using classical machine learning algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ada Boost</td>
<td>0.962</td>
<td>0.729</td>
<td>0.526</td>
<td>0.611</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.946</td>
<td>0.526</td>
<td>0.529</td>
<td>0.527</td>
</tr>
<tr>
<td>KNN</td>
<td>0.940</td>
<td>0.465</td>
<td>0.278</td>
<td>0.348</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.943</td>
<td>0.375</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
The performance of the different machine learning algorithms is tabulated in the above table 1. The values of Accuracy, Precision, Recall, F-Score are tabulated. Out of 7 classical Machine learning algorithms we used, Random Forest outperformed every other algorithm closely followed by Ada Boost.

5. CONCLUSION

We have proposed a Malaria parasite detection method using a shallow machine learning algorithms. This method of detecting the malaria parasite can be very useful to health workers in countries, where there is less number of trained laboratory experts and lack of resources. In the present work, we divided the image into patches and analysed based on the presence or absence of malarial parasite. To accomplish this, we have used various classical machine learning algorithms such as AdaBoost, Decision Tree, KNN, Random Forest, etc.

The accuracy of our model assists the laboratory technicians in decision making, by focussing on the parts of images prone to Plasmodium. Automated Malaria diagnosis also aids for data collection. Furthermore, our extraction of features and classification framework may be sufficiently general for other diagnostic tests like hemoparasites, worm infestations, or tuberculosis.

6. FUTURE WORK

Our platform for the automatic diagnosis of Malaria provides many useful and interesting directions in this area. Also, Deep Learning methods can be applied, where accuracy can be pretty much higher than our shallow machine learning methods. Also, adding more layers to the Neural Network can boost up the accuracy.
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