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Abstract

Diabetes is a medical disorder that impacts how well our body uses food as fuel. Most food we eat daily is converted
into sugar, commonly known as glucose, and then discharged into the bloodstream. Our pancreas releases insulin when
the blood sugar levels rise. Diabetes can cause blood sugar levels to rise if it is not continuously and carefully managed,
which raises the chance of severe side effects like heart attack and stroke. Some of the symptoms of diabetes are: feeling
more thirsty than usual, urinating often, losing weight, feeling tired and weak, having blurry vision. Due to age, lack of
exercise, bad diet, high blood pressure etc., can cause this disease. Diabetes is a disease that has no permanent cure;
hence early detection is required. Machine learning (ML) algorithms are used in diabetes prediction in this research. We
used the Pima Indian Diabetes (PID) dataset for this research, collected from the Kaggle Machine Learning Repository.
This dataset contains information about 768 patients and their corresponding nine unique attributes. We used two
machine learning algorithms on the dataset to predict diabetes. We found that the model with K-Nearest Neighbor (KNN)
and Support Vector Machine (SVM) works well on diabetes prediction.

I.INTRODUCTION

Diabetes is a chronic disease that occurs either when the pancreas does not produce enough insulin or when the
body cannot effectively use the insulin it produces. If the blood sugar level is raised then the pancreas releases insulin.
Our body, either doesn’t make enough insulin or can’t effectively use the insulin it makes this condition is called diabetes.
Insulin is a hormone that regulates blood glucose. Hyperglycemia is also called raised blood glucose or raised blood
sugar, is a common effect of uncontrolled diabetes and over time leads to serious damage to many of the body's systems,
especially the nerves, blood vessels, eyes, kidneys, and other organs. But we educating information about diabetes and
taking steps to prevent or manage, it can help to protect our health. In 2014, 8.5% of adults aged 18 years and older had
diabetes. In 2019, diabetes was the direct cause of 1.5 million deaths and 48% of all deaths due to diabetes occurred
before the age of 70 years. Another 460 000 kidney disease deaths were caused by diabetes, and raised blood glucose
causes around 20% of cardiovascular deaths. Between 2000 and 2019, there was a 3% increase in age-standardized
mortality rates from diabetes. In lower-middle-income countries, the mortality rate due to diabetes increased 13%. By
contrast, the probability of dying from any one of the four main non communicable diseases (cardiovascular diseases,
cancer, chronic respiratory diseases or diabetes) between the ages of 30 and 70 decreased by 22% globally between 2000
and 2019.

Machine Learning Algorithm:

Machine Learning algorithms are the programs that can learn the hidden patterns from the data, predict the
diabetes, and improve the performance from experiences on their own. Different algorithms can be used in machine
learning for different tasks, such as logistic regression that can be used for prediction problems like diabetes prediction.
Machine Learning Algorithm can be broadly classified into three types: Supervised Learning Algorithms, Unsupervised
Learning Algorithms, Reinforcement Learning algorithm. In this research, we use supervised learning algorithm.
Supervised learning is a type of Machine learning in which the machine needs external supervision to learn. The
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supervised learning models are trained using the labeled dataset. Once the training and processing are done, the model
is tested by providing a sample test data to check whether it predicts the correct output.

Classification:

Classification in machine learning is one of the most common and widely used supervised machine learning
processes, where the model tries to predict the correct label of a given input data. In classification, the model is fully
trained using the training data, and then it is evaluated on test data before being used to perform prediction on new unseen
data. A classification problem is used to identify specific categories of new observations based on one or more
independent variables. Also, in this article, we will focus on classification. It helps in categorizing data into different
classes and has a broad array of applications, such as diabetes prediction, email spam detection, medical diagnostic test,
fraud detection, image classification, and speech recognition among others.

Prediction:

Machine learning prediction, or prediction in machine learning, refers to the output of an algorithm that has been trained
on a historical dataset. The algorithm then generates probable values for unknown variables in each record of the new
data. The purpose of prediction in machine learning is to project a probable data set that relates back to the original data.
This helps organizations predict future customer behaviours and market changes. Essentially, prediction is used to fit a
shape as closely to the data as possible. To gain the most success with prediction in machine learning, organizations need
to have infrastructure in place to support the solutions, and high-quality data to supply the algorithm.

Prediction can be used to forecast the future and to predict the probability of an outcome. It can also be used to forecast
future requirements or run a what-if analysis. Predictive analytics is when data is used to predict future trends or events.
With predictive analytics, historical data is used to forecast potential scenarios and use these predictions to drive strategic
business aimed decisions.

II.LITREATURE REVIEW

In [1], the authors have provided a comprehensive overview of various diabetic prediction models based on machine
learning algorithms. The authors discuss the different types of models, their performance, and the challenges associated
with developing and implementing these models.

In [2], the authors have proposed a novel approach to diabetes prediction using machine learning and explainable Al
techniques. The authors develop a model that can not only predict the risk of diabetes but also explain the reasons behind
its predictions.

In [3], the authors have surveyed various machine learning approaches that have been used for diabetes risk prediction.
The authors discuss the strengths and weaknesses of different algorithms and provide recommendations for future
research.

In [4], the authors have compared the performance of different machine learning algorithms for diabetes prediction. The
authors find that random forests and logistic regression are the most accurate algorithms for this task.

In [5], the authors have discussed the use of machine learning for early diabetes diagnosis and risk stratification. The
authors review different machine learning algorithms and their applications in diabetes prediction.

In [6], the authors have proposed a hybrid machine learning approach for diabetes prediction. The authors combine
different machine learning algorithms to improve the accuracy of the model.

In [7], the authors have reviewed the use of deep learning for diabetes mellitus prediction. The authors discuss the
different deep learning architectures and their applications in diabetes prediction.

In [8], the authors have proposed an interpretable machine learning model for diabetes prediction. The authors use
explainable Al techniques to make the model more transparent and easier to understand.

In [9], the authors have discussed the use of machine learning for personalized diabetes management. The authors review
different machine learning approaches that can be used to tailor diabetes treatment to individual patients.
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In [10], the authors have discussed the future of machine learning in diabetes care. The authors discuss the potential of
machine learning to improve diabetes diagnosis, treatment, and prevention.

IILMETHODOLOGY
Dataset Description:

The Pima Indian Diabetes Dataset, originally from the National Institute of Diabetes and Digestive and Kidney Diseases,
contains information of 768 women from a population near Phoenix, Arizona, USA. The outcome tested was Diabetes,
258 tested positive and 500 tested negative. Therefore, there is one target (dependent) variable and the 8 attributes:
pregnancies, OGTT (Oral Glucose Tolerance Test), blood pressure, skin thickness, insulin, BMI (Body Mass Index),
age, pedigree diabetes function. The Pima population has been under study by the National Institute of Diabetes and
Digestive and Kidney Diseases at intervals of 2 years since 1965. As epidemiological evidence indicates that T2DM
results from interaction of genetic and environmental factors, the Pima Indians Diabetes Dataset includes information
about attributes that could and should be related to the onset of diabetes and its future complications.

1.Data collection

Data collection is the process of gathering and measuring information on variables of interest, in an established
systematic fashion that enables one to answer stated research questions, test hypotheses, and evaluate outcomes. The
data collection component of research is common to all fields. Here, in this research we are using Pima Indian Diabetes
dataset and it is collected from Kaggle Machine Learning Repository. It consists of several analyzing variables and one
target variable which is dependent to that. The main objective of the research is to predict whether the patient having
diabetes or not.

2. Data Pre-processing

Pre-processing refers to the transformations applied to our data before feeding it to the algorithm. Data pre-
processing is a technique that is used to convert the raw data into a clean data set. In other words, whenever the data is
gathered from different sources it is collected in raw format which is not feasible for the analysis. Data pre-processing is
a process of preparing the raw data and making it suitable for machine learning model. It is the first crucial step while
creating a machine learning model. The acquired data may suffer from inconsistency in data owing to the presence of
missing values. To acquire suitable outcomes on final proposed systems, it is essential for doing the pre-processing stage
to acquire the better efficiency for the model. Moreover, it is the essential and primary process of any prediction or
classification model. This process is also known as the pre-handling of data. It is simpler process and also makes easier
for interpretation. Several processes of eliminating the duplicates or inconsistencies in data to maximize the accuracy of
the prediction result. It also eradicates the process of correcting the missing values or incorrect data occurred due to the
human errors.

< Data Standardization

This is one of the important steps in data pre-processing. In our dataset had a different range of all these values, it
will be difficult for our machine learning model to make some prediction. So, we will try to standardize the data in
a particular range.

< Outliers Removing

Secondly, outlier handling is applied, it’s the most important for any machine learning prediction model, as
outliers affect the prediction model results. A Boxen plot is used here to view the outliers in the way of a graphical
representation.
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3. Feature Selection

Feature selection is one of the important concepts of machine learning, which highly impacts the performance
of the model. As machine learning works on the concept of "Garbage In Garbage Out", so feature selection is a way of
selecting the subset of the most relevant features from the original features set by removing the redundant, irrelevant, or
noisy features. While developing the machine learning model, only a few variables in the dataset are useful for building
the model, and the rest features are either redundant or irrelevant. If we input the dataset with all these redundant and
irrelevant features, it may negatively impact and reduce the overall performance and accuracy of the model. Hence it is
very important to identify and select the most appropriate features from the data and remove the irrelevant or less
important features, which is done with the help of feature selection in machine learning. Feature selection is performed
by either including the important features or excluding the irrelevant features in the dataset without changing them.
Supervised Feature selection techniques consider the target variable and can be used for the labelled dataset.

Pearson’s Correlation Coefficient:

The Pearson’s correlation coefficient(r) is the most common way of measuring a linear correlation. It is a number
between -1 and 1 that measures the strength and direction of the relationship between two variables.

n(xy) - X))
Ikt - (%) Iy -y

e 1 =Pearson Coefficient

e n=number of pairs of the stock

e > 'xy=sum of products of the paired stocks
e Yx=sum of the x scores

e Y'y=sum of the y scores

e Yx?=sum of the squared x scores

e Yy?=sum of the squared y scores

4. Data Splitting

Once we preprocess the data, we will split the data into two type training and testing data. So, we train our
machine learning model with training data and then we try to find the accuracy score of our model with the help of test
data. Dataset for the train and test are typically splitting in the ratio of 80:20.

5. Model Evaluation

Model evaluation is the crucial process that uses some metrics which help us to analyze the performance of the
model. As we all know that model development is a multi-step process and a check should be kept on how well the model
generalizes future predictions. This is called as evaluation. First of all, we need to understand the accuracy of model how
well our model is performing. Only the accuracy is high we can use that particular model for our prediction. This step is
called evaluation. To evaluate machine- learning model performance, consider the most common performance metrics
such as accuracy, precision, recall, F1 score, support are the performance metrics help to evaluate the model.

Confusion Matrix:
The confusion matrix evaluates the performance of machine learning classification models. Utilizing the confusion

matrix, each model was examined. The confusion matrix shows how frequently our models make correct and incorrect
predictions.

< True Positive (TP): when the predicted value and the actual value are both positive.

< True Negative (TN): when the predicted value and the actual value are both negative.
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+« False Positive (FP): when the actual value was negative and the predicted value was positive

< False Negative (FN): when the actual value was positive and the predicted value was negative.
The different performance metrics are used to evaluate the performance of the ML classifiers are listed below:

Precision
Precision is defined as the ratio of correctly classified positive samples (True Positive) to a total number of classified
positive samples (either correctly or incorrectly).

TP

P . . -
recision TP + FP

Recall

The recall is calculated as the ratio between the numbers of Positive samples correctly classified as Positive to the total
number of Positive samples. The recall measures the model's ability to detect positive samples. The higher the recall,
the more positive samples detected.

TP

R -
ecall = 75— N

F1-Score

The F1-score combines the precision and recall of a classifier into a single metric by taking their harmonic mean. It is
primarily used to compare the performance of two classifiers. Suppose that classifier A has a higher recall, and classifier
B has higher precision. In this case, the F1-scores for both the classifiers can be used to determine which one produces
better results.

precision.recall
F1=2

"precision + recall
Accuracy

Accuracy is defined as the ratio of the number of correct predictions to the total number of predictions. This is the most
fundamental metric used to evaluate the model. The formula is given by

(TP+TN)

Accu racy = (TP+TN+FP+FN)

6. Classification

In this work, four different machine learning algorithms such as support vector machine, k nearest neighbor are used
for classification of diabetes prediction.

< Support Vector Machine: Support Vector Machine is a supervised classification algorithm where we draw a line
between two different categories to differentiate between them. SVM is also known as the support vector network.
The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-dimensional space
into classes so that we can easily put the new data point in the correct category in the future. This best decision
boundary is called a hyperplane. The hyperplane dimension needs to be changed from 1 dimension to the Nth
dimension. This is called Kernel.

< Types of SVM:
o Linear SVM:
Linear SVM is used for linearly separable data, which means if a dataset can be classified into two

classes by using a single straight line, then such data is termed as linearly separable data, and classifier is used
called as Linear SVM classifier.
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o Non-linear SVM:

Non-Linear SVM is used for non-linearly separated data, which means if a dataset cannot be classified
by using a straight line, then such data is termed as non-linear data and classifier used is called as Non-linear
SVM classifier.

« K-Nearest Neighbors:

The k-nearest neighbor algorithm, also known as KNN or k-NN, is a non-parametric, supervised learning
classifier, which uses proximity to make classifications or predictions about the grouping of an individual data point.
While it can be used for either regression or classification problems, it is typically used as a classification algorithm,
working off the assumption that similar points can be found near one another. For these classification problems, a
class label is assigned on the basis of a majority vote.

7. Data visualization

Data visualization is a crucial aspect of machine learning that enables analysts to understand and make sense of
data patterns, relationships, and trends. Through data visualization, insights and patterns in data can be easily interpreted
and communicated to a wider audience, making it a critical component of machine learning.

Data visualization helps machine learning analysts to better understand and analyze complex data sets by presenting
them in an easily understandable format. Data visualization is an essential step in data preparation and analysis as it helps
to identify outliers, trends, and patterns in the data that may be missed by other forms of analysis.

8. Descriptive statistics

In Descriptive statistics, we are describing our data with the help of various representative methods using tables,
excel files, etc. In descriptive statistics, we describe our data in some manner and present it in a meaningful way so that
it can be easily understood. Most of the time it is performed on small data sets and this analysis helps us a lot to predict
some future trends based on the current findings. Some measures that are used to describe a data set are measures of
central tendency and measures of variability or dispersion.

9. Diabetes Prediction

It is more beneficial to identify the early symptoms of diabetes than to cure it after being diagnosed. There is
several numbers of methods, models and researches existed, it is complicated to analyze which classifier or system is
best for getting the final diabetes outcomes. Every system is dependent on a specific attribute dataset and thus, it’s is
essential for designing a reliable model for adapting to each attribute dataset. Moreover, the classifiers are helpful in
predicting the precise results for getting the outcomes.

Thus, this work uses two classifiers like Support Vector Machine and K-Nearest Neighbor and then evaluate the
best one among them for further research.
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In this research paper, we used two machine learning classification model were applied on the dataset (Pima Indian
Diabetes) to predict diabetes. We found that the model with K-Nearest Neighbor (KNN) and Support Vector Machine
(SVM) works well on diabetes prediction. Tablel represent the result of SVM and KNN. In this research, we used SVM
classifier with Linear kernel and KNN classifier with 8 number of neighbors. We found accuracy, precision, recall and
f1-score.

Result:

Tablel: Performance metrics of SVM and KNN

= Pregnanciss
= Glucosa
# Blood Prassur=
Drata Collection{PimaIndim Diatasat) # Thickness
= — = Insulin
= BMI
~ Padiprae Function
¥ Age
Cata Pre-processing
| Feature selection
) ) > Training
| Data Splitting |—
— esting
Classification |
- Accuracy
| Performance Analysic ! REE_.

[ v 7]

t

IV. RESULT AND DISCUSSION

S.NO Classification Model Accuracy Precision Recall F1-Score
1 SVM 0.7833 0.7704 0.7727 0.7604
2 KNN 0.7996 0.6972 0.70779 0.6800

As seen from the above table, the accuracy of SVM with Linear kernel is 78% and the accuracy of KNN is 80%.

Bar chart:
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V.CONCLUSION

Diabetes is the leading death cases in women worldwide. Early prediction is more important to recover the

patients or diet and an exercise is also more important for everyone. We have proposed a prediction model, which is
specifically designed for prediction of diabetes using machine learning algorithms such as Support Vector Machine and
K-Nearest Neighbor algorithms. The model predicts the person had diabetic or the person is non diabetic person. The
model uses supervised learning which is a machine learning concept where we provide dependent and independent
columns to machine. It uses classification technique which predicts the diabetes. In our research we had 78% for support
vector machine and 80% for K-nearest neighbor algorithms. The goal of the research is to classify the patients to predict
diabetes by classification technique with higher accuracy.
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