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Abstract :  Intrusion is set of actions that attempt to compromise the integrity, confidentiality, or availability of a network and its 

resource and an intrusion detection system (IDS) is a system for the detection of such intrusions. Intrusion Detection System 

consists of three components Data collection, normalization and classification. This paper reviewed some classification 

approaches and also reviewed ensemble classifier on basis of adaptive and scalable nature. We also discuss pros and cons of all 

approaches. This paper compared results of all approaches in terms of True positive rate and false positive rate. We also discuss 

timelines and average classification. 

 

IndexTerms - Intrusion Detection, Types of attack, Classification Techniques. 

I. INTRODUCTION 

   Intrusion Detection Systems 

Now a days, internet play a wide role in technological development of society, but intrusion is big challenge to maintain 

security of data over the network. For improving the network security by the help of  IDS.  IDS consists of three components: Data 

Collection being first component looks after the task of data collection and its preprocessing. Data is collected from 

System/applications log, network packets or network cable. Preprocessing involves converting data to a common format and 

transferring data to the next component which is Analysis Component or Detection component. In Detection component data is 

parsed and filtered, detection algorithms are executed to detect any intrusion attempts and if intrusion is detected an appropriate 

response action is taken against intrusion like drop packets, send alerts, update routing tables, kill processes etc. The response can 

be passive, in which simply alarm is raised and authority is informed and active, which tries to quench the effects of intrusion by 

taking necessary actions. Classification is a Data analysis task which involves identifying a set of categories, to which a new 

observation belongs, on the basis of a training dataset containing observations with known categories membership. 

 

 

       

Fig.: IDS Components 

Depending on the detection techniques used, IDS can be classified into following categories (1) signature or misuse based IDS (2) 

anomaly based IDS [07][08]. The signature based IDS is based on signatures and uses attack scenarios which are preknown and 

compare them with incoming packets traffic. A number of approaches are there for signature detection, which differs in 

representation and matching algorithm used for detection of intrusion patterns. Anomaly detection bases looks for behavior that 

deviates from normal behavior. This technique is based on the detection of anomalies present in the traffic. The anomaly detection 

systems have adaptive nature, they deals with new attack but the specific type of attack cannot be identified. 

II. TYPES OF ATTACK 

An attack can be classified among one of four categories [04][05][10][11]: 

1. Denial-of-Service (DoS): Attackers tries to suspend legitimate users from using network resources by overloading the 

server. Smurf, teardrop, neptune, back and syn flooding comes under this category. 

2. Probe: Attackers tries to gain information about the network in order to make use of a known permeability. Port Scans or 

sweeping of a given IP-address range comes under this category.  

3. User-to-Root (U2R): Attacker uses their local access to the system in order to gain unauthorized super user 

privileges(root access). Perl, buffer overflow attacks comes under this category.  

4. Remote-to-Local(R2L): Attackers do not have local access to the system, thus tries to gain access from a remote system 

through sending packets. Guess password, spy, ftp write comes under this category. 

III. DATASET 

All the researchers are widely using KDDcup 99 dataset and several research work have been done with the use of KDDCup99 

[06]. But many disadvantages are there in this dataset one of the most important shortcoming in the KDD data set is the presence of 

large number of redundant record, consequently learning algorithms become biased towards the frequent records, and thus stops 

them from learning infrequent records which are generally more harmful to networks such as U2R and R2L attacks[09]. So many 

other datasets are also being used by researchers for IDS such as ISCX 2012, CAIDA, MAWI. The NSL-KDD data set has the 

following advantages over the original KDD data set: Redundant records are not present in the train set, thus the classifiers will not 

produce any biased result. There is no duplicate records in the test sets; which results in better reduction rates. The number of 

records being selected from each difficulty level group is inversely proportional to the percentage of records present in the original 

KDD data set. As a result, the classification rates of machine learning methods vary in a vast range, which makes it more effective 

to have a precise evaluation of different learning techniques. The number of records in the train and test sets are reasonable, which 
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makes it efficient to run the experiments on the complete set without the need to randomly pick a small portion which makes 

evaluation results of different research works to be consistent and comparable. 

IV. CLASSIFICATION TECHNIQUES 

Classification is a data mining process of classifying data to different classes based on some model. Many classification 

algorithms [05] has been developed based on different strategies. All these algorithms uses one or the other mathematical 

technique like decision tree, linear programming and neural networks. All these algorithms analyze the datasets based on some 

conditions or strategies to make its prediction. Few are discussed below: 

1. Naive Bayes Classifier: Particularly based on Bayesian theorem, the Naïve Bayes Classifiers are a collection of 

classification algorithms, where a group of algorithms share a common principle, i.e. each pair of features being 

classified is independent of each other and the possibility of one attribute does not affect the other. 

2. Decision Tree Classifier: Based on Divide and conquer strategy, decision tree is a simple and widely used classification 

technique. It creates a tree structure with the help of conditions and test questions to test data. In the decision tree, the 

root and internal nodes includes attribute test conditions to separate records on the basis of different characteristics. 

3. Support Vector Machine (SVM): It is a perfect example of linear classifier. Classification tasks is carried out by 

constructing hyper planes in a multidimensional space which performs separation of cases of different class labels. 

4. Random Forest: It uses Ensemble algorithms, which combines two or more algorithms of same or different kind for 

classification of objects. Random forest classifier creates a set of decision trees from randomly picked subset of training 

set. Then aggregation of the votes from different decision trees is done to decide the final class of the test object. 

5. J48: It makes use of divide-and-conquer technique. A decision tree is created recursively based on the greedy algorithm. 

Decision tree so formed is consists of the root node, branches, parent nodes, child nodes and leaf nodes. A node in a tree 

denotes attributes present in dataset. 

6. Bayesian Network (BN): Bayesian network uses probabilistic approach, using directed acyclic graph it represents 

random variable sets with their conditional dependencies. 

7. OneR: OneR stands for "One Rule" or “ One –Attribute-Rule”, is a simple and accurate, classification algorithm. The 

idea behind this algorithm is to find one attribute to use to build a model that makes fewest prediction errors.  

8. Sequential Minimal Optimization (SMO): SMO is a support vector machines, which uses optimize training method. It is 

more sensitive towards noise as compared to other algorithm. 

Naive Bayes classifier is a low variance classifier works efficiently with small dataset. Easy to implement, fast, scalable and 

converges quickly. No problem of dimensionality, but can’t be used with large dataset and also when features are correlated. 

Support Vector Machine has higher accuracy and good theoretical background than fitting. Kernels are available for non-linear 

data. SVM are hard to interpret. Not recommended to use when support vectors are very large as predicting new instances can be 

time consuming. Decision tree/ Random Forest are fast, easy to interpret, scalable and non-parametric algorithms. One need not to 

worry about parameters and separability of data. Accuracy rate and performance is better than other algorithms. Good to use with 

dataset having missing value attributes. Neural Network algorithms has high degree of non-linearity, but parameters are hard to 

tune. Building model is time taking. 

V. LITERATURE SURVEY 

A lot of work has been done in the area of intrusion detection so far. Some of the related previous researches are discussed 

in this paper. In [01] author proposed a novel multi-classifier layered approach, by combining naive bayes classifier with NBTree 

to improve detection rate and precision of minority class without hurting the performance of majority class. In [02] author 

conduct an investigation and evaluation on various data mining algorithms to study the performance of each classifier against 

noise-free dataset and noisy (10 percent and 20 percent) dataset. In [03] author proposed Feature- Vitality Based Reduction 

method (FVBRM) in which one input feature is deleted from the dataset at a time, the resultant dataset is then used for the 

training and testing of the classifier, this process keeps until it performs better than the original dataset. In [05] author performed 

their analysis on the NSL-KDD dataset with the help of figures and tables and found that NSL-KDD dataset is a best candidate 

data set to simulate and test the performance of IDS, as mostly the attacks are launched through the inherent drawbacks of the 

TCP protocol. In [12], author proposed a model “Intelligent Intrusion Detection System” which employed AI approach for 

detection of intrusion. The technique employed neural network, fuzzy logic, and network, with simple data mining techniques to 

process the data. In [13] author shows that by selecting right features and good training parameters for designing Artificial Neural 

Network, the performance and preciseness of an IDS can be improved. In [14] author used feature ranking algorithm, based on 

Support Vector Machine(SVM), Multivariate Adaptive Regression Splines (MARS) and Linear Genetic Programs (LPGs), to 

reduce the feature space. In [15] author proposed “Enhanced Support Vector Decision Function “for feature selection, which 

mainly focuses on feature’s rank and the correlation between the features. 

 

VI. EXPECTED OUTCOME/ CONCLUSION 

1. If solution is optimized rate of True Positive (TP) will be improved. 

2. False positive will be minimized. 

3. Decision Rate will be improve. 

4. Minimized cost of misclassification will be achieved. 

5. Intrusion detection rate will be improved. 
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