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Abstract- This paper posit an implementation for deploying a real time general convolutional neural network (CNN) framework. 

This model is capable of face discernment, gender and sentiment categorization using real-time countenance, all using one start-of-

the-art CNN. We also propose a hybrid Haar Cascade classifier for feature extraction. The model produces an accuracy of 95% on 

IMFDB dataset for gender and an accuracy of 76% for FER2013 and KDEF dataset for emotions. Along with this, we have 

deployed visualization technique via guided back propagation. 
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INTRODUCTION 

Outward appearances assume a significant job in 

acknowledgment of feelings and are utilized during the non-

verbal communication, just as to distinguish individuals. They 

are significant in day by day enthusiastic correspondence, 

only alongside the manner of speaking. They are likewise a 

pointer of emotions, permitting a person to express an 

emotional state. Individuals, can quickly perceive the 

emotional condition of an individual. As an outcome, data on 

the outward appearances are regularly utilized in programmed 

frameworks of feeling acknowledgment. The point of the 

examination, exhibited in this paper, is to categorize six 

fundamental sentiment states: happy, sad, neutral, fear, 

surprise and angry based on countenance.  

Person's face, as the most uncovered piece of the body, 

permits the utilization of computers’ vision frameworks 

(normally cameras) to examine the picture of the face for 

perceiving feelings. Light conditions and changes of head 

position are the primary factors that influence the nature of 

feeling acknowledgment frameworks utilizing camera.  

Strategies based on spatial and temporal dependencies are 

undeniably additionally encouraging.  

The accomplishment of smooth robot to client interaction and 

cooperation is only possible by correctly recognizing the 

emotions. In these components utilizing AI (ML) systems has 

demonstrated to be convoluted due the high changeability of 

the examples inside each errand. Manual classification of 

emotions in FER2013 dataset is very tiresome and using ML 

methods is inefficient because of variability of samples and 

thousands of parameters. 

Due to the hardware and computational restraints in robotics 

and real time systems, implementation of such complex 

models is not viable.  

Therefore, we propose to implement a start-of-the-art CNN 

for sentiment and gender classification, using least parameters 

and achieving human level efficiency.  

 

RELATED WORK 

Ordinarily utilized CNNs for feature extraction incorporate a 

set of completely connected layers toward the end. 

Completely connected layers will in general contain huge 

numbers of parameters in a CNN. In particular, VGG16 

contains roughly 90% of all its parameters in its last 

connected layers. Later designs, for example, Inception V3, 

diminished the sum of parameters in their last layers by 

including a Global Normal Pooling activity. This decreases 

each element map into a scalar one by taking the normal over 

all components in the element map. The normal task powers 

the system to extricate global features from the picture. 

Current CNN models, for example, Xception influence from 

the mix of two of the best test suppositions in CNNs: the 

utilization of residual modules and depth wise distinguishable 

convolutions. 

METHODOLOGY 

We propose to build a general, sequential CNN architecture in 

which the fully connected layer in the end will be removed 

and a depth wise distinguishable layers and residual modules 

will be added. The proposed architecture is shown in Fig. 1. 

This will lead to significant reductions in number of 

parameters and alleviate from slow performance. The fully 

connected layers are replaced by Global Average Pooling 

layer. This was achieved by having in the last convolutional 

layer the same number of feature maps as number of classes, 

and applying a softmax activation function to each reduced 

feature map. Adam as an optimizer was utilized and the layers 

are activated using ReLU (Rectified Linear Unit) activation 

function. To avoid overfitting, l2 (ridge regularizer) was 

deployed. 
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Fig 1: Proposed CNN Architecture 

 

The proposed architecture is a standard fully-convolutional 

neural network comprising 9 convolution layers, ReLUs, 

Batch Normalization and Global Average Pooling. This 

model contains approximately 600,000 parameters. It was 

trained on the IMFDB gender dataset, which contains 34,512  

RGB images where each image belongs to the class “woman” 

or “man”, and it achieved an accuracy of 95% in this dataset. 

This model was validated for FER2013 dataset. This dataset 

contains 35,887 grayscale images where each image belongs 

to one of the following classes {“angry”, “fear”, “happy”, 

“sad”, “surprise”, “neutral”}. We achieved an accuracy of   

76% in this dataset.  

 

 

 

 

 

 

Fig 2: Facial features extraction points 

 

 

Fig 3: Working Model 

 

 

Fig 4: Inside Architecture 
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Also, as a classifier and for face detection, a hybrid model of 

Haar Cascade classifier was designed as shown in Fig. 5.

 

 

Fig 5: Hybrid Haar Cascade classifier 

 

RESULTS 

The real-time results are shown below. The confusion matrix 

is also shown below. The model gives false positives results 

for gender classification and misclassification between fear 

and sad. The selected neuron was always selected in 

accordance to the highest activation. We can observe that the 

CNN learned to get activated by considering features such as 

the frown, the teeth, the eyebrows and the widening of one’s 

eyes, and that each feature remains constant within the same 

class. These results reassure that the CNN learned to interpret 

understandable human-like features, that provide 

generalizable elements. These interpretable results have 

helped us understand several common misclassifications such 

as persons with glasses being classified as “angry”. This 

happens since the label “angry” is highly activated when it 

believes a person is frowning and frowning features get 

confused with darker glass frames. 

 

Fig 6: Result 

 

 

 

Fig 7: Result 

 

 

 

 

 

 

Fig 8: Confusion Matrix 

 

 

FUTURE SCOPE 

AI models are biased based on their training dataset. Our 

model too is biased towards Indian faces. Also the use of 

glasses and improper illumination disrupt the detection and 

the model is sometime unable to classify gender and 

sentiments correctly.   

  

 

CONCLUSION 

Our proposed models have been methodically worked so as to 
lessen the measure of parameters. We started by wiping out 
totally the completely connected layers and by diminishing 
the measure of parameters in the remaining convolutional 
layers by means of profundity astute distinct convolutions. 
We have demonstrated that our proposed models can be 
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stacked for multi-class orders while keeping up ongoing 
derivations. In particular, we have built up a dream 
framework that performs face recognition, gender 
categorization and sentiment classification in a solitary 
coordinated module. We have accomplished human-level 
execution in our orders undertakings utilizing a solitary CNN 
that use present day design builds. Our design decreases the 
measure of parameters while getting great outcomes.  
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