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Abstract 

The continuous monitoring of weather is useful to predict the upcoming weather based on the previous data. The 

Internet of Things is included in weather monitoring to get the data from anywhere in the world. The big data processing 

is the part of Internet of Things to analyze the weather station data to prepare the report for the future prediction. The 

regression model is the type of big data processing used to predict the future data based on the previous data. In this 

paper, the regression model is used for the big data processing to prepare the report as well as to predict the upcoming 

weather with more accuracy. The data stored in the SQL Server can be retrieved for preparing the report. The sensor 

DHT 22 is used to measure the Temperature and Humidity and ESP8266 is used to process the sensor data and post the 

same to the cloud data base. 
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Introduction 

In big data processing, there are many algorithms available to process the huge data. The weather station data is used 

to find the weather conditions as well as prediction. To process these types of data, the regression model is suitable, 

and the prediction based on the available data can be easily implemented using this regression model.tha data stored in 

the SQL Server can be retrieved using the authorized access, and process those data using the algorithm developed for 

the data prediction. The data from weather station is very huge, because it is updated on every 30 seconds.  

Proposed Methodology 

The DHT 22 is the Digital Temperature and Humidity sensor with higher temperature measurement range and higher 

operating stability, which is mainly used for military applications. It is the resistive type sensor which is having 

Thermisor (NTC) and the Piezo Resistor to measure the temperature and humidity in wide ranges. The accuracy of the 

DHT 22 is more when compared to the DHT11. So, it is most preferred in the important applications. The temperature 

measurement ranges from -40’c to +125’c and the Humidity measurement ranges from 0 to 100% RH. The stability is 

high as well as the reliability is also high during measurements. Fig.1. shows the DHT 22 Sensor and its Pin out, Fig.2. 

shows the Block Diagram of Proposed Model (Stage1) and Fig.3. shows the connection diagram or Interfacing 

ESP8266 and DHT 22 Sensor with LED Indication. The ESP8266 is used to get the internet connectivity to post the 

data in the cloud database. The data from cloud canbe stored in the permanent SQL server for further processing. 
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Fig.1. DHT 22 Sensor and its Pin out 

 

Fig.2. Block Diagram of the Proposed Model (Stage1) 

 

Fig.3.a. Interfacing ESP8266 platform and DHT 22 Sensor with LED Indication 
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Fig.3.b. Interfacing ESP8266 platform and DHT 22 Sensor without LED Indication 

 

Fig.3.c. Direct Interfacing of ESP8266 and DHT 22 Sensor with Pull up resistor 

 

 

Fig.4. Block Diagram of the Proposed Model (Stage2) 

The data stored in SQL server is processed using Regression Model, and the weather is predicted based on the 

analysis.  
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Results and Discussions 

 

Fig.5. Sample Temperature Readings during Feb, 2020 

 

Fig.6. Sample Humidity Readings during Feb, 2020 

 

Table 1.Weather Readings of Feb, 2020 with Status 

Date Temperature(*C) Humidity(%RH) Status 

    
3rd Feb 2020 19.2 26.5 Rainy 
4th Feb 2020 16.9 23.0 Cloudy 
5th Feb 2020 19.5 27.5 Rainy 
6th Feb 2020 19.8 26.5 Partly Sunny 
7th Feb 2020 18.9 22.8 Cloudy 
8th Feb 2020    18.0    24.0 Cloudy 
9th Feb 2020 19.9 27.5 Partly Sunny 
10th Feb 2020 19.8 26.0 Partly Sunny 
11th Feb 2020 19.7 26.5 Cloudy 
12th Feb 2020 19.6 26.7 Rainy 
13th Feb 2020 19.6 26.8 Rainy 

Average 19.17 25.8 Partly Cloudy 
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Fig. 7. Connecting to SQL Server from REST API using test command 

 

Fig. 8. Switching to SQL Server database 

 

Fig. 9. Consolidated Output of the Regression Model  

Conclusions 

Thus, the regression model is used for the big data processing to prepare the report as well as to predict the upcoming 

weather with more accuracy. The measured data can be stored permanently in the SQL Server. The data stored in the 

SQL Server can be retrieved for preparing the report. 
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